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It is well known that the use of Eulerian coordinates for shock capturing methods
results in badly smeared slip lines, and that Lagrangian coordinates, while capable of
producing sharp slip line resolution, may result in severe grid deformation, causing
inaccuracy and even breakdown of computation. A unified coordinate system is
introduced in which the flow variables are considered to be functions of time and of
some permanent identification ofpseudo-particleswhich move with velocityhq, q
being the velocity of fluid particles. It includes the Eulerian coordinates as a special
case whenh= 0, and the Lagrangian whenh= 1. For two-dimensional inviscid
flow, the free functionh is chosen so as to preserve the grid angles. This results
in a coordinate system which avoids excessive numerical diffusion across slip lines
in the Eulerian coordinates and avoids severe grid deformation in the Lagrangian
coordinates, yet it retains sharp resolution of slip lines, especially for steady flow.
Furthermore, the two-dimensional unsteady Euler equations of gasdynamics in the
unified coordinates are found to be hyperbolic for all values ofh, except whenh= 1
(i.e., Lagrangian). In the latter case the Euler equations are only weakly hyperbolic,
lacking one eigenvector, although all eigenvalues are real. The consequences of this
deficiency of the Lagrangian coordinates are pointed out in connection with numerical
computation. c© 1999 Academic Press
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1. INTRODUCTION

For over two hundred years, two different coordinate systems for describing fluid motion
have existed: the Eulerian system describes fluid motion at fixed locations, whereas the
Lagrangian system does so following fluid particles. Accordingly, the Eulerian description
considers velocities and other properties of fluid particles to be functions of time and of
fixed space coordinates. By contrast, the Lagrangian description considers the positions
of fluid particles and their other properties to be functions of time and of their permanent
identifications, such as their initial positions or any set of material functions of fluid particles.
Analytically, both coordinate systems are capable of producing exact solutions of fluid
flow, including discontinuous flow. They are regarded as equivalent to each other (for one-
dimensional flow, the equivalency was proved rigorously by Wagner [1]), except that the
Lagrangian system gives more information: it tells each fluid particle’s history. They are
not equivalentfrom a numerical computation point of view.

Computationally, in using the Eulerian coordinates the computational cells are fixed in
space, while fluid particles move across cell interfaces in any direction. It is this convective
flux that causes excessive numerical diffusion in the numerical solutions. Indeed, slip lines
are smeared badly and shocks are also smeared, albeit somewhat better than slip lines.
Moreover, the smearing of slip lines ever increases with time and distance unless special
treatments, such as artificial compression or sub-cell resolution, are employed [2–4] which
are, however, not always reliable. The primary efforts of the CFD algorithm researchers since
the sixties have concentrated on developing better (more robust, accurate, and efficient) ways
of dealing with this convective flux. Although great progress has been made and “perhaps
to the point of near perfection and little return could be gained” [5], numerical diffusion still
exists, causing inaccuracy, and is even more difficult to handle in multi-dimensional flow
problems. Another disadvantage of the Eulerian coordinates is that a grid generation, which
can be time-consuming, is needed prior to flow computation in order to satisfy boundary
conditions on solid boundaries.

Computational cells in the Lagrangian coordinates, on the other hand, are literally fluid
particles. Consequently, there is no convective flux across cell interfaces and numerical
diffusion is thus minimized. However, the very fact that computational cells exactly follow
fluid particles can result in severe grid deformation, causing inaccuracy and even breakdown
of the computation. To prevent this from happening, the most famous Lagrangian method
in use at the present time—the Arbitrary Lagrangian–Eulerian Technique (ALE) [6–8]—
uses continuous re-zoning and re-mapping to the Eulerian grid. Unfortunately, this process
requires interpolations of geometry and flow variables which result in loss of accuracy,
manifested as numerical diffusion which ALE wants to avoid in the first place. Indeed, it
was demonstrated in [9] that re-zoning results in diffusive errors of the type encountered in
Eulerian solutions and continuously re-zoned Lagrangian computation is equivalent to an
Eulerian computation. Another disadvantage of the Lagrangian coordinates is that, except in
the simple case of one-dimensional unsteady flow, the governing equations for inviscid flow
are not easily written in conservation form, making it difficult to capture shocks correctly.

After a series of studies [10–17] on steady supersonic flow, it was found that the advan-
tages of Lagrangian coordinates arise from computational cells moving in the direction of
the fluid particles but not with their speeds. It was also found that literally following fluid
particles, as does Lagrangian, not only causes computational cells to deform with the fluid
but also renders the governing equations for inviscid supersonic flow not fully hyperbolic,



598 HUI, LI, AND LI

as there is no complete set of eigenvectors, although all eigenvalues are still real. With this
discovery, the generalized Lagrangian method [18] was introduced for steady supersonic
flow and was shown to be superior to the Eulerian and the classical Lagrangian method,
especially in resolving slip lines and shocks.

In this paper we extend the above idea to unsteady flow by introducing a new description
of fluid motion in which the flow variables (velocities, pressure, density, etc) are considered
to be functions of time and of some permanent identifications ofpseudo-particleswhich
move with velocityhq, q being the velocity of fluid particles andh arbitrary. This turns out
to be a unified description, ranging from Eulerian whenh= 0 to Lagrangian whenh= 1,
and the freedom in choosingh makes it possible to avoid the disadvantages of excessive
diffusion across slip lines in the Eulerian description and of severe grid deformation in
the Lagrangian description. For these purposes, the choice ofh to preserve grid angles in
two-dimensional flow has been shown in this paper to be most successful.

The extension from steady supersonic flow to unsteady flow is not trivial, but it then allows
us not only to compute unsteady flow but also to compute steady subsonic, supersonic, and
transonic flow as the asymptotic state of unsteady flow for large time.

This paper is organized as follow: in Section 2 we introduce the unified coordinates,
whereas Sections 3 and 4 discuss the mathematical properties of the 2-D unsteady Euler
equations of gasdynamics written in the unified coordinates. Section 5 outlines the numerical
solution strategy and Section 6 gives details of the Riemann solution needed in the numerical
procedures described in Section 7. Section 8 gives results of the numerical computations
on four test problems and compares them with corresponding results based on Eulerian
or Lagrangian coordinates, showing the advantages of the unified coordinates. Finally,
conclusions are given in Section 9.

2. THE UNIFIED COORDINATES

Starting from Cartesian coordinates(x, y, z) and timet in the Eulerian description, we
make a transformation to coordinates(λ, ξ, η, ζ ),

dt = dλ (1a)
dx = hudλ+ Adξ + Ldη + Pdζ (1b)
dy= hvdλ+ Bdξ + Mdη + Qdζ (1c)
dz= hwdλ+ Cdξ + Ndη + Rdζ, (1d)

whereu, v, andw are thex, y, andz components of fluid velocityq, respectively. Let

Dh

Dt
≡ ∂

∂t
+ hu

∂

∂x
+ hv

∂

∂y
+ hw

∂

∂z
(2)

denote the material derivative following thepseudo-particle, whose velocity ishq. Then, it
is easy to show that

Dhξ

Dt
= 0,

Dhη

Dt
= 0,

Dhζ

Dt
= 0; (3)

that is, the coordinates(ξ, η, ζ ) are material functions of the pseudo-particles, and hence
are their permanent identifications. Accordingly,computational cells move and deform with
pseudo-particles, rather than with fluid particles as in Lagrangian coordinates.

Remarks. (a) Unlike transformations used in grid generation, which are flow-indepen-
dent, the unique feature of transformation (1) is it depends on the fluid velocity.
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(b) In (1), h is an arbitrary function of coordinates(λ, ξ, η, ζ ). On the other hand,
(A, L , P, B,M, Q,C, N, R) are determined by the compatibility conditions. For example,
for dx to be a total differential, 

∂A
∂λ
= ∂(hu)

∂ξ
(4a)

∂L
∂λ
= ∂(hu)

∂η
(4b)

∂P
∂λ
= ∂(hu)

∂ζ
. (4c)

When (4) are satisfied the other compatibility conditions, namely
∂A
∂η
= ∂L

∂ξ
(5a)

∂L
∂ζ
= ∂P

∂η
(5b)

∂P
∂ξ
= ∂A

∂ζ
, (5c)

are also satisfied, provided that they are atλ= 0 which can always be ensured in numerical
computation. Similar equations and discussions hold for(B,M, Q) and(C, N, R).

(c) In the special case whenh= 0, (A, L , . . . , R) are independent ofλ. Then the coordi-
nates(ξ, η, ζ )are independent of timeλand are hence fixed in space. This coordinate system
is thus Eulerian. Transformation (1) is then flow-independent and is just like any other trans-
formation from Cartesian coordinates(x, y, z) to curvilinear coordinates(ξ, η, ζ ) used in
grid generation. In particular, ifA=M = R= 1 andL = P= B= Q=C= N= 0, (ξ, η, ζ )
are identical with Cartesian coordinates(x, y, z).

(d) In the special case whenh= 1, on the other hand, the pseudo-particles coincide
with fluid particles and(ξ, η, ζ ) are the material functions of fluid particles, and hence
are Lagrangian coordinates. The conventional choice of the Lagrangian coordinates, i.e.,
(ξ, η, ζ )= (x, y, z)|t=0, is just a special choice of material functions, corresponding to
choosingA=M = R= 1 andL = P= B= Q=C= N= 0. It does not offer any particular
advantage in numerical computation; rather(ξ, η, ζ ) should better be left to be suitably cho-
sen to initialize numerical computation. In particular, the computational domain in(ξ, η, ζ )

space can always be easily made regular, e.g., rectangular, even if it is irregular in the physi-
cal space. This cannot be done with the conventional choice of the Lagrangian coordinates.

(e) In the general case,h is arbitrary. It thus provides a new degree of freedom which may
be used to advantage: to avoid excessive numerical diffusion in Eulerian coordinates, or to
avoid severe grid deformation in Lagrangian coordinates. It will be shown in the next section
(see Section 3.2) that for 2-D flowh may be chosen to render the coordinates orthogonal;
this would give an optimal grid.

3. EULER EQUATIONS IN THE UNIFIED COORDINATES

The Euler equations in Cartesian coordinates for inviscid flow of an ideal gas obeying
theγ -law are

∂

∂t


ρ

ρu
ρv

ρw

ρe

+ ∂

∂x


ρu

ρu2+ p
ρuv
ρuw

ρu
(
e+ p

ρ

)

+
∂

∂y


ρv

ρuv

ρv2+ p
ρvw

ρv
(
e+ p

ρ

)

+
∂

∂z


ρw

ρuw
ρvw

ρw2+ p

ρw
(
e+ p

ρ

)

 = 0, (6)
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whereρ, p, ande are the density, pressure, and specific total energy of the gas, with

e= 1

2
(u2+ v2+ w2)+ 1

γ − 1

p

ρ
. (7)

Under transformation (1), the Euler equations (6) become

∂E
∂λ
+ ∂F
∂ξ
+ ∂G
∂η
+ ∂H
∂ζ
= 0, (8)

where

E =



ρ1

ρ1u

ρ1v

ρ1w

ρ1e
A
B
C
L
M
N
P
Q
R



, F =



ρ I

ρ I u + pξx1

ρ I v + pξy1

ρ Iw + pξz1

ρ I
(
e+ p

ρ

)− pξt1

−hu
−hv
−hw

0
0
0
0
0
0



G =



ρ J

ρ Ju+ pηx1

ρ Jv + pηy1

ρ Jw + pηz1

ρ J
(
e+ p

ρ

)− pηt1

0
0
0
−hu
−hv
−hw

0
0
0



, H =



ρK

ρKu+ pζx1

ρKv + pζy1

ρKw + pζz1

ρK
(
e+ p

ρ

)− pζt1

0
0
0
0
0
0
−hu
−hv
−hw



(9)

with

1 = det

 A L P
B M Q
C N R


I = 1Dξ

Dt
, J = 1Dη

Dt
, K = 1Dζ

Dt
,
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and

∂(λ, ξ, η, ζ )

∂(t, x, y, z)
=
(
∂(t, x, y, z)

∂(λ, ξ, η, ζ )

)−1

.

We note that:

(a) the system of equations (8) is in conservation form;
(b) the last 9 equations of (8) arise from the compatibility requirements of transformation

(1). They are calledgeometric conservation laws, in contrast to the physical conservation
laws in the first 5 equations; and

(c) system (8) is larger than system (6) in Eulerian coordinates, as there are now 14
equations for 14 unknownsρ, p, u, v, w, A, B, . . . , R. However, the additional computing
costs for solving (8) are quite small, because the bulk of computing time is spent on solving
Riemann problems of the physical conservation laws (see Sections 6–8 below), which are
the same for (8) as for (6). In fact, in some cases, such as 2-D steady supersonic flow, it
takes less time to solve (8) than to solve (6). (see [15])

As remarked earlier the unified coordinate system is Lagrangian whenh= 1. In this case
system (8) is the equations of motion in Lagrangian coordinates which are now written in
conservation form. In this regard, it should be pointed out that it is difficult to write the con-
ventional Lagrangian equations in conservation form except, of course, in the special case
of 1-D unsteady flow [19]. In the Appendix we re-write the 2-D conventional Lagrangian
equations of motion for inviscid flow into conservation form and show that they are a special
case of our system (8) (or its 2-D version (12)) whenh= 1, as they should.

In the remainder of this paper we shall restrict our discussions to the two-dimensional
flow.

3.1. Hyperbolicity of the 2-D Unsteady Euler Equations in the Unified Coordinates

It is well known that the system of unsteady inviscid flow equations (6) in Cartesian
coordinates is hyperbolic, meaning that all its eigenvalues are real and there exists a compete
set of linearly independent eigenvectors. Because the transformation from(t, x, y, z) to
the unified coordinates(λ, ξ, η, ζ ) involves the dependent variables(u, v, w), there is no
guarantee that the resulting system (8) will necessarily be hyperbolic. We now study the
hyperbolicity of system (8) in the two-dimensional case.

For two-dimensional unsteady flow, the Euler equations are

∂

∂t


ρ

ρu
ρv

ρe

+ ∂

∂x


ρu

ρu2+ p

ρuv

ρu
(
e+ p

ρ

)
+ ∂

∂y


ρv

ρuv

ρv2+ p

ρv
(
e+ p

ρ

)

= 0, (10)

where

e= 1

2
(u2+ v2)+ 1

γ − 1

p

ρ
.
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Under the transformation
dt = dλ (11a)

dx = hudλ+ Adξ + Ldη (11b)

dy= hvdλ+ Bdξ + Mdη (11c)

we get

∂E
∂λ
+ ∂F
∂ξ
+ ∂G
∂η
= 0, (12a)

where

E =



ρ1

ρ1u

ρ1v

ρ1e

A
B
L
M


, F =



ρ(1− h)I

ρ(1− h)I u + pM

ρ(1− h)I v − pL

ρ(1− h)I e+ pI

−hu
−hv

0
0


, G =



ρ(1− h)J

ρ(1− h)Ju− pB

ρ(1− h)Jv + pA

ρ(1− h)Je+ pJ

0
0
−hu
−hv


,

(12b)

with

1 = AM − BL, I = uM − vL , J = Av − Bu. (13)

We note that the Euler equations (12) written in the unified coordinates are in conservation
form.

To study the hyperbolicity of (12), we re-write it as

A
∂U
∂λ
+ B

∂U
∂ξ
+ C

∂U
∂η
= S, (14)

where

U = (ρ, p, u, v, A, B, L ,M)T

A = ∂E
∂U
, B = ∂F

∂U
, C = ∂G

∂U

S= (0, 0, 0, 0, uhξ , vhξ , uhη, vhη)
T.

System (14) is said to be hyperbolic (also called strongly hyperbolic, or fully hyperbolic)
in λ if [20]

(i) all the eigenvaluesσ of

det(σA − αB− βC) = 0

are real for every pair(α, β) ∈ R2 : α2+ β2 = 1; and
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(ii) associated with the eigenvalues there exists a complete set of eight linearly indepen-
dent right eigenvectors in the state space.

System (14) is said to be weakly hyperbolic inλ if (i) is satisfied but there does not exist a
complete set of linearly independent right eigenvectors.

The eigenvalues of (14) can be found using a method similar to [17], and the results are
as follows:

Case (a): h6= 1. In this case, we get

σ1 = 0 (multiplicity of 4)

σ2 = (1− h)(α′u+ β ′v) (multiplicity of 2) (15)

σ± = σ2± a
√
α′2 +β ′2,

wherea is the speed of sound, and

α′ = (αM − βB)/1, β ′ = −(αL − βA)/1.

The corresponding right eigenvectors are

r1 = (0, 0, 0, 0, 1, 0, 0, 0)T

r2 = (0, 0, 0, 0, 0, 1, 0, 0)T
(16)

r3 = (0, 0, 0, 0, 0, 0, 1, 0)T

r4 = (0, 0, 0, 0, 0, 0, 0, 1)T

for σ1,

r5 = (0, 1, 0, 0, 0, 0, 0, 0)T

r6 = (0, 0, bσ2, σ2,−αbh,−αh,−βbh,−βh)T (17)

for σ2, and

r7,8 =
(

1,
1

a2
,±c,±d,∓αch

σ±
,∓αdh

σ±
,∓βch

σ±
,∓βdh

σ±

)T

(18)

for σ±, where

b = −β ′/α′, m= a
√
α′2 + β ′2, c = α′

ρm
, d = β ′

ρm
.

The eigenvectorsr1, r2, . . . , r8 are linearly independent, forming a complete basis in the
state space; system (14) is therefore hyperbolic forh 6= 1. This includes the Eulerian case
as special case whenh= 0.
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Case (b): h= 1 (Lagrangian Case). In this case the eigenvalues are

σ1 = 0 (multiplicity of 6)

σ± = ±a
√
α′2 + β ′2. (19)

The eigenvectors associated withσ± are

r± =
(

1,
1

a2
,
α′

ρσ±
,
β ′

ρσ±
,
−αα′
ρ(σ±)2

,
−αβ ′
ρ(σ±)2

,
−α′β
ρ(σ±)2

,
−ββ ′
ρ(σ±)2

)T

. (20)

Associated withσ1= 0 (multiplicity of 6),

rank(σA − αB− βC)
∣∣
σ=σ1
= 3;

hence there exist five, and only five, linearly independent eigenvectors:

r1 = (0, 0, 0, 0, 1, 0, 0, 0)T

r2 = (0, 0, 0, 0, 0, 1, 0, 0)T

r3 = (0, 0, 0, 0, 0, 0, 1, 0)T (21)

r4 = (0, 0, 0, 0, 0, 0, 0, 1)T

r5 = (0, 1, 0, 0, 0, 0, 0, 0)T.

We therefore arrive at the conclusion that the system of unsteady 2-D Euler equations
of inviscid flow in Lagrangian coordinatesis weakly hyperbolic, lacking one eigenvector
although all eigenvalues are real. This is rather surprising in view of the facts that the
system of unsteady Euler equations in Eulerian (Cartesian) coordinates is long known to
be hyperbolic and that it has hitherto been taken for granted that the system in Lagrangian
coordinates is also hyperbolic. This turns out to be true only in the simple case of one-
dimensional unsteady flow [21], but is not true for two-dimensional flow. This degeneracy
from hyperbolic to weakly hyperbolic may be traced back to the fact that transformation
(11) involves not only the independent variables but also the dependent variables,u and
v. In this regard we note that in the caseh 6= 1, e.g.,h= 1/2, the transformation (11)
also involvesu andv but does not lead to degeneracy, as shown in Case (a). So there is
something peculiar abouth= 1, i.e., Lagrangian coordinates. That the 2-D Euler equations
in conventional Lagrangian coordinates are weakly hyperbolic is shown, and related to the
present formulation, in the Appendix.

The lesson to be learned is that it is insufficient to literally follow fluid particles to
describe their motion, as the Lagrangian coordinate system does, because the system of
inviscid unsteady flow equations is only weakly hyperbolic. Being only weakly hyperbolic,
it does not possess the many desirable properties of a strongly hyperbolic system. For
instance, (a) the system cannot be written in characteristic form, rendering the powerful
method of characteristics inapplicable; (b) its solution may grow unbounded; (c) the local
Riemann problem may have no solution; and (d) the Cauchy problem may be not well posed.
Despite these possible defects, some of our computations withh= 1 encounter no difficulty
and produce results almost identical to that forh= 0.99. But this is not guaranteed, and we
shall not present computational results for the caseh= 1. We also note with interest that
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some promising work on shock capturing methods for weakly hyperbolic systems has just
appeared [22].

In summary, use of Lagrangian coordinates in CFD for two-dimensional unsteady flow
not only can cause severe cell deformation but also renders the Euler equations weakly
hyperbolic, with all its possible consequences on numerical computation. In this regard,
the unified coordinate system withh 6= 1 (no matter how closeh is to 1), being strongly
hyperbolic, is superior to the Lagrangian coordinate system.

Although the hyperbolicity of the system of Euler equations is discussed in this paper
only for the case of 2-D unsteady flow, we mention here the corresponding results in other
cases:

(a) For 1-D unsteady flow, the system of equations in the unified coordinates is strongly
hyperbolic for all values ofh [21].

(b) For 3-D unsteady flow, it is strongly hyperbolic for all values ofh except forh= 1;
in the latter case it is only weakly hyperbolic.

(c) For 2-D steady supersonic flow the system of Euler equations resulting from the
transformation {

dx = hudλ+ Adξ
dy= hvdλ+ Bdξ

(22)

is strongly hyperbolic for anyh(λ, ξ) except whenh= 1, orh= constant; in the latter cases,
it is only weakly hyperbolic.

(d) For 3-D steady supersonic flow, the system of Euler equations resulting from the
transformation 

dx = hudλ+ Adξ + Ldη
dy= hvdλ+ Bdξ + Mdη
dz= hwdλ+ Cdξ + Ndη

(23)

is quite similar to (12), but it is only weakly hyperbolic for anyh, although the sub-system
representing the physical conservation laws and the sub-system representing the geometric
conservation laws are each strongly hyperbolic [17].

3.2. Determination ofh

As mentioned earlier, the chief advantage of the unified coordinates is the new degree
of freedom in choosingh. Many choices are possible and the simplest one would be to
choose a constant value for it. Numerical experiments for constanth will be presented in
Section 8 to show its effects on grid deformation and on resolution of flow discontinuities. In
general, it is necessary to restricth to within the range 0≤ h≤ 1. Forh> 1, the eigenvalue
σ2 in (15) has sign opposite to that forh< 1, indicating that signals propagate in the wrong
direction. Our computations forh> 1 break down immediately. On the other hand, for
h< 0, which means that the pseudo-particles are moving in a direction opposite to that of
the fluid particles, computation can be carried out initially but after some finite time it breaks
down also. No difficulty has been encountered in all our computations ifh is restricted to
0≤ h< 1. Our computer code actually also works in many cases forh= 1 (recall that the
Euler equations are only weakly hyperbolic), producing results which are indistinguishable
from results usingh= 0.99 (for which the Euler equations are strongly hyperbolic).
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A good choice forh is to preserve the grid angles in the solution process which marches
in λ, i.e.,

∂

∂λ

[ ∇ξ
|∇ξ | ·

∇η
|∇η|

]
= 0. (24)

Since

∇ξ = (M,−L)/1

∇η = (−B, A)/1, (25)

condition (24) becomes

∂

∂λ

[
AL + BM√

A2+ B2
√

L2+ M2

]
= 0. (26)

By making use of the last four equations of (12), it is easy to show that (26) is equivalent to

S2J
∂h

∂ξ
+ T2I

∂h

∂η
=
[

S2

(
B
∂u

∂ξ
− A

∂v

∂ξ

)
− T2

(
M
∂u

∂η
− L

∂v

∂η

)]
h, (27)

where

S2 = L2+ M2, T2 = A2+ B2. (28)

A consequence of determiningh from (27) is that if the grid is orthogonal atλ= 0 it
will remain so for subsequentλ. An orthogonal grid is known to possess many desirable
properties over non-orthogonal grids, e.g., attaining higher accuracy than non-orthogonal
grids.

Computationally, Eq. (27) is to be solved at every time step after the flow variables
Q= (ρ, p, u, v)T and the geometric variableK = (A, B, L ,M)T are found. It is thus a
first-order linear partial differential equation forh(ξ, η; λ)with λ appearing as a parameter.
To find solutionh in the range

0≤ h ≤ 1 (29)

we note that (27) is linear and homogeneous, and therefore it possesses two properties:
(a) positive solutionh> 0 always exists, and (b) ifh is a solution to (27) so ish/C, C being
any constant. Making use of property (a), we letg= ln(hq) to get

S2(Acosθ − B sinθ)
∂g

∂ξ
+ T2(M cosθ − L sinθ)

∂g

∂η

= S2

(
B
∂ cosθ

∂ξ
− A

∂ sinθ

∂ξ

)
− T2

(
M
∂ cosθ

∂η
− L

∂ sinθ

∂η

)
, (30)

whereq=√u2+ v2 and θ is the flow angle:u=q cosθ, v=q sinθ . Now, if g1 is any
solution to (30) thenh= eg1/qC is a solution to (27) satisfying condition (29), provided
that we chooseC equal to the maximum ofeg1/q over the whole flow field being computed.
The reason to work with ln(hq) instead of lnh is that from our experience with steady
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flow [15], hq is continuous across slip lines, and hence working withhq can minimize the
numerical errors. This is confirmed in our unsteady computation on the four test problems in
Section 8.

Numerically, Eq. (30) is solved easily by the method of characteristics if their slopes do
not change sign as in example 1; otherwise it is solved by iteration.

We note in passing that an extended Lagrangian method in which streamlines are used as
coordinate lines was given in [5] for 2-D unsteady flow, and excellent resolution of slip lines
was obtained with asymptotic approach to steady flow over time. However, any streamline
coordinate system will encounter difficulties if the initial flow is at rest (see, e.g., example 4
in Section 8) or if there is an interior stagnation point, because the transformation would
be singular there and the unknown functions become multi-valued. Indeed, the general
transformation from Cartesian coordinates(x, y) to streamline coordinates(ξ, η) is

dt = dλ
dx = Ldλ+ hudξ + Adη
dy= Mdλ+ hvdξ + Bdη,

(31)

whereh is arbitrary. Clearlyη= const. corresponds to an instantaneous streamline. The
Jacobian of this transformation is equal toh(uB− vA), which vanishes at stagnation points,
rendering the functions multi-valued. In our system, the coordinate lines are pathlines of
the pseudo-particles which avoid these difficulties, and yield excellent resolution of slip
lines as seen in Section 8. Indeed, the Jacobian of our transformation is1= AM− BL,
which is the area of the computational cell in the physical plane and is never zero in our
computations.

4. BOUNDARY CONDITIONS AND RESOLUTION OF DISCONTINUITIES

In this section we point out some advantages of the unified coordinate system over those
of the Eulerian in the following three aspects:

4.1. Boundary Conditions on Solid Boundaries

Consider a time-independent solid boundary (this includes steady flow as a special case)

S: B(x, y, z) = 0. (32)

The boundary condition on it is

q · ∇B = 0 onS; (33)

hence

hq · ∇B = 0 onS. (34)

Equation (33) implies that fluid particles move onS, whereas (34) implies that pseudo-
particles also move onS. Therefore,S is a material function of the pseudo-particles. Con-
sequently,B(x, y, z) can be taken to correspond to one of the coordinates,ξ0 say. In other
words, a coordinate surface in the unified coordinate system can be taken to represent a
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time-independent solid surface and there is no need for a grid generation prior to flow
computation, as is needed if Eulerian coordinates are used.

4.2. Slip Line Resolution

In steady flow, pathlines are identical with streamlines. Hence a slip line coincides with
the streamline of a fluid particle and, therefore, also with the streamline of a pseudo-particle.
Consequently, it can be taken to correspond to one of the coordinates,ξ∗ say, thus avoiding
the Godunov averaging across it. Hence, in the unified coordinate system a slip line can
be sharply resolved. This is in direct contrast to the Eulerian coordinates where a slip line
does not coincide with a coordinate line and, as a result, the Godunov averaging across a
slip line in a computational cell will forever smear it.

For unsteady flow, pathlines are in general distinct from streamlines. While a slip line still
coincides with the pathline of a fluid particle, it does not always coincide with a streamline.
Hence, a slip line does not always coincide with a coordinate line in the unified coordinate
system. In this regard, numerical experiments (Section 8) clearly indicate the trend that
slip line resolution increases with increasingh from h= 0 (Eulerian) toh= 1 (Lagrangian)
and the unified coordinates using grid-angle preservingh, Eq. (27), yield better slip line
resolution than the Eulerian coordinates. Furthermore, if a steady flow is computed as an
asymptotic state of unsteady flow for large time, sharp resolution of slip lines is achieved
whenh is determined by (27), which at the same time avoids severe grid deformation.

4.3. Shock Resolution

In using the unified coordinate system for flow computation, once the grid is set initially
it is subsequently generated by the motion of the pseudo-particles. In this regard, it is
interesting to note that the pseudo-particles, which move parallel to the fluid particles, tend
to crowd together when compressed, resulting in automatic refinement of the grid in the
compression region. Consequently, shock resolution is improved in the unified coordinates
over the Eulerian. Moreover, the improvements increase with increasing shock strength.

5. SOLUTION STRATEGIES

From the above discussion, we see that the system of Euler equations (12) is potentially
superior to its counterpart (10) using Eulerian coordinates in slip line resolution, especially
for steady flow. Furthermore, withh determined by the grid-angle preserving condition
(27), it can avoid the severe grid deformation encountered in the Lagrangian coordinates.

As the system of Euler equations (12) is in conservation form, any well-established
shock capturing method can be used to solve it. We shall use the Godunov method with
the MUSCL update to higher resolution to solve system (12). The computation will be
done entirely in theλ–ξ–η space. A physical cell in thex–y plane marching along the
pseudo-particle’s pathline corresponds to a rectangular cell in theξ–η plane marching in
theλ direction in the computational spaceλ–ξ–η. The superscriptk refers to the marching
time step number and the subscriptsi and j refer to the cell index number on a time plane
λ= const. The time step1λk= λk+1− λk is uniform for alli and j , but is always chosen to
satisfy the CFL stability condition. The grid divides the computational domain into cuboid
control volumes, or cells, which in theξ andη direction are centered at(λk, ξi , η j ) and
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have widths1ξi = ξi+1/2− ξi−1/2 and1η j = η j+1/2− η j−1/2 (for all k). Unless otherwise
stated we shall use uniform cell width1ξi for all i and1η j for all j .

In the physical space(t, x, y) a cuboid cell marching in(λ, ξ, η) space corresponds to a
pseudo-particle marching along its path tube with step1t (1t =1λ). The pseudo-particle is
bounded by four path surfacesξ = ξi±1/2 andη= η j±1/2 around it. Initially, any curvilinear
coordinate grid on thex–y plane may be used as theξ–η coordinate grid and the initial
geometric variablesK = (A, B, L ,M)T can be determined from(11) as part of the initial
conditions. A stationary solid wall is always a path surface of the fluids and hence also of
the pseudo-fluids; it is therefore a coordinate surface.

We shall apply the Godunov scheme [23] with MUSCL update [24] to solve(12). Ap-
plying the divergence theorem to (12) over the cuboid cell(i, j, k) results in

Ek+1
i, j = Ek

i, j −
1λk

1ξi

(
Fk+1/2

i+1/2, j − Fk+1/2
i−1/2, j

)
− 1λ

k

1η j

(
Gk+1/2

i, j+1/2−Gk+1/2
i, j−1/2

)
, i = 1, 2, . . . ,m; j = 1, 2, . . . ,n, (35)

where the notation for the cell average of any quantityf is

f k
i, j =

1

1ξi1η j

∫ ξi+1/2

ξi−1/2

∫ η j+1/2

η j−1/2

f (λk, ξ, η)dξ dη, (36)

and the notation for timeλ average off is

f k+1/2
i+1/2, j =

1

1λk

∫ λk+1

λk

f (λ, ξi+1/2, η j ) dλ, (37)

f k+1/2
i, j+1/2 =

1

1λk

∫ λk+1

λk

f (λ, ξi , η j+1/2) dλ. (38)

According to Godunov’s idea, the cell interface fluxesFk+1/2
i+1/2, j andGk+1/2

i, j+1/2 for the cell
(i, j ) should be obtained from the self-similar solution of a local two-dimensional Riemann
problem formed by the averaged constant stateQi, j = (ρ, p, u, v)Ti, j of the cell(i, j ) and
those of its adjacent cells. Unfortunately, such a solution to (12) is unavailable at the
present time. Indeed, even a 2-D Riemann solution to the simpler system (10), which is a
special case of(12) whenh= 0, is not yet available. On the other hand, it is known that
a monotone difference scheme to a general conservation form converges to the physically
relevant entropy-satisfying solution. In particular, Crandall and Majda [25] establish the
rigorous convergence for dimensional splitting algorithms when each step is approximated
by a monotone difference scheme (such as the Godunov scheme) for a single conservation
law of multi-dimension.

In view of the above, we shall numerically solve(12) using a Godunov-type scheme
based on the following strategies: a time step-wise Eulerian approximation to decouple
the geometric conservation laws from the physical conservation laws, and a dimensional
splitting approximation to reduce the two-dimensional flow problem to two one-dimensional
flow problems. These are explained as follows.



610 HUI, LI, AND LI

5.1. The Time Step-Wise Eulerian (TSE) Approximation

The essence of TSE is that while solving the physical conservation laws (the first four
equations of (12)) for the flow variablesQ= (ρ, p, u, v)T in the time step ofλ from λk

to λk+1, the geometric variablesK = (A, B, L, M)T andh are kept unchanged withλ but
are in general functions ofξ andη; hence the effects of cell shapes (grid) on the flow are
accounted for in a time-frozen manner. More precisely, in solving the physical conservation
laws inÄk(λ) : λk<λ≤ λk+1, we useK =K(λk, ξ, η) andh= h(λk, ξ, η). After obtaining
the solutionQ(λ, ξ, η), λ∈Äk(λ), we update the geometric conservation laws (the last four
equations of (12)) to getK(λk+1, ξ, η) (this is a rather trivial step) and then solve (27) to
geth(λk+1, ξ, η) as explained in Section 4. In this way the effects of the flow on the cell
shapes are taken into account. This completes the advancing of solution for one time step
fromλ= λk toλ= λk+1 and the process can be repeated to advance the solution for the next
time step.

Physically, the TSE idea is equivalent to temporarily freezing the shape of the fluid
particles overÄk(λ) while the flow field evolves. Mathematically, the problem of solving
the physical conservation laws overÄk(λ) keepingK andh frozen is equivalent to that of
solving the Euler equations in fixed curvilinear coordinates(ξ, η) with coefficients in the
governing equations varying inξ andη. The Riemann problem in the curvilinear coordinates
is more difficult than that in Cartesian coordinates but is solvable as will be explained in
Section 6.

At this point it is necessary and possible to comment on the equivalence of the weak
solution of the extended system (12) to that of the Eulerian system (10). As shown in
Section 3.1 the extended system has an additional eigenvalueσ1= 0 (multiplicity of 4) cor-
responding to the geometric conservation laws. Since this eigenfield is linearly degenerated,
it might be anticipated that the solution of the extended system possesses a new slip line, in
addition to the slip line corresponding toσ2 of Eq. (15). We note that this isnot the case for
one-dimensional flow [21] but, unfortunately, no theoretical result is available at present
for the two-dimensional case under consideration. On the other hand, in using the TSE
approximation to solve the extended system, this additional eigenfield does not come into
play (because the geometric variablesK andh are treated as given) and the extended system
is truncated and reduced to the Eulerian system in curvilinear coordinates. Therefore, the
weak solution of the extended system as obtained by the time step-wise Eulerian method
is equivalent to the weak solution of the Eulerian system. Any differences between the two
solutions must arise from the different grids used, and it is the purpose of this paper to show
that such differences are indeed very significant; see Section 8.

5.2. Dimensional Splitting Approximation

The dimensional splitting technique for finding an approximate solution to the Riemann
problem in multi-dimensional flow is now well established and used widely. This technique
renders the solution of a multi-dimensional problem to a sequential solution of several one-
dimensional problems. The Godunov splitting and the Strang splitting [26] are frequently
used in practical applications. Theoretically, if the time accuracy of the one-dimensional
solution is of the first order, both of these two splitting techniques are also first-order time
accurate. But our numerical test on the two-dimensional Riemann problem (the first test
example) shows that the Strang splitting gives more accurate results. Thus we shall use
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the Strang splitting in this paper. LetLξ1λ represent the exact solution operator for the 1-D
equation in theλ–ξ plane andLη1λ similarly defined; then

Qk+1 = Lξ1λ
2
Lη1λL

ξ
1λ
2

Qk, (39)

where1λ= λk+1− λk.
The solution operatorLξ1λ for the Riemann problem with variable coefficients in the

governing equations in theλ–ξ plane will now be given in detail.

6. THE RIEMANN SOLUTION IN THE λ–ξ PLANE

Based on the solution strategies explained in the last section, the key step is the solu-
tion to the 1-D Riemann problem over the time stepÄk(λ) : λk<λ≤ λk+1 resulting from
dimensional splitting and the time step-wise Eulerian approximation.

In this section, we explain how to derive the 1-D Riemann solution in theλ–ξ plane,
in particular the flow variableQ at the interfaceξ = 0 for λ∈Äk(λ). The 1-D Riemann
problem in theλ–η plane can be obtained similarly.

From (12), at time stepλk (to be taken as 0 for simplicity) the 1-D physical conservation
law equations in theλ–ξ plane resulting from dimensional splitting are

∂Ep

∂λ
+ ∂Fp

∂ξ
= 0, λ ∈ Ä(λ) : 0< λ ≤ 1λ, (40a)

where

Ep =


ρ1

ρ1u

ρ1v

ρ1e

, Fp =


ρ(1− h)I

ρ(1− h)I u + pM

ρ(1− h)I v − pL

ρ(1− h)I e+ pI

 (40b)

with

1 = AM − BL, I = uM − vL , e= 1

2
(u2+ v2)+ 1

γ − 1

p

ρ
. (41)

In (40), the physical variablesQ = (ρ, p, u, v)T are regarded as (unknown) functions of
λ and ξ while the geometric variablesK = (A, B, L ,M)T and h, which appear in the
equations’ coefficients, are independent ofλ, i.e.,

K = K(0, ξ), h = h(0, ξ). (42)

η in (40) is treated as a parameter. In applying the Godunov scheme to advance the solution
from λ= 0 to λ=1λ, the initial data for the adjacent cells(i, j ) and (i + 1, j ) are the
following Riemann (constant) data (for simplicity we take the cell interface between these
two cells to be located atξ = 0):

Q|λ=0 =
{

Q`

(=Qλ=0
i, j

)
, ξ < 0

Qr
(=Qλ=0

i+1, j

)
, ξ > 0.

(43)
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At the same time, based on the time step-wise Eulerian approximation, the coefficients in
Eqs. (40) are

(K , h)|λ∈Ä(λ) =
{
(K , h)λ=0

`

(=(K , h)λ=0
i, j

)
, ξ < 0

(K , h)λ=0
r

(=(K , h)λ=0
i+1, j

)
, ξ > 0.

(44)

We note that these coefficients are constants separately forξ <0 andξ >0, but are in general
not equal to each other.

To put the Riemann problem in theλ–ξ plane more explicitly in one-dimensional form,
we note that the normal direction of the planeξ = constant is

n = ∇ξ|∇ξ | = (M,−L)/S (45)

and project the flow velocityq into the normal directionn and the tangential directiont to
get {

ω = q · n = (uM − vL)/S
τ = q · t = (uL + vM)/S.

(46)

We also replace(L ,M) by Sandψ as{
S= √L2+ M2

tanψ = M/L .
(47)

We shall now transform (40) forξ <0 and forξ >0, separately. Forξ <0, (K , h)=
(K , h)` are constant. Hence1=1`, S= S̀ , andψ =ψ` are also constant, and Eqs. (40)
become

∂E′`
∂λ
+ ∂F′`
∂ξ
= 0, λ ∈ Ä(λ), ξ < 0, (48a)

where

E′` = 1`


ρ

ρω

ρτ

ρe

, F′` = S̀


ρ(1− h`)ω

ρ(1− h`)ω2+ p

ρ(1− h`)ωτ

ρ(1− h`)ωe+ ωp

 . (48b)

Similarly, for ξ > 0 Eqs. (40) become

∂E′r
∂λ
+ ∂F′r
∂ξ
= 0, λ ∈ Ä(λ), ξ > 0 (49a)

with

E′r = 1r


ρ

ρω

ρτ

ρe

, F′r = Sr


ρ(1− hr )ω

ρ(1− hr )ω
2+ p

ρ(1− hr )ωτ

ρ(1− hr )ωe+ ωp

 . (49b)
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These equations (48) and (49) are in the same form as the system

∂

∂t


ρ

ρu
ρv

ρe

+ ∂

∂x


ρu

ρu2+ p
ρuv

ρue+ up

= 0 (50)

obtained from the Euler equations in Cartesian coordinates after dimensional splitting if we
equateω with u andτ with v; hence they can be solved by a similar method. We note that
in each of the systems (48), (49), or (50) the coefficients are constant overÄ(λ) and the
variablev (or τ ) can be decoupled. We also note that the Riemann problem consisting of
(48), (49), and initial condition (43) has a new feature—and hence new difficulty—in that
the coefficients, though constant, in general are different forξ <0 as forξ >0.

6.1. Special Case:(K , h)`= (K , h)r
We consider first the special case when the constants are equal, i.e.,

(K , h)λ=0
` = (K , h)λ=0

r ≡ (K , h)λ=0. (51)

In this case, (48) and (49) are identical and become

∂E′

∂λ
+ ∂F′

∂ξ
= 0, λ ∈ Ä(λ), (52a)

where

E′ = 1


ρ

ρω

ρτ

ρe

 , F′ = S


ρ(1− h)ω

ρ(1− h)ω2+ p

ρ(1− h)ωτ

ρ(1− h)ωe+ ωp

 (52b)

and1, S, andh are constant.
Equations (52) become, after decoupling the tangential velocity componentτ , the con-

ventional Riemann problem for a 1-D unsteady flow,
∂E′′

∂λ
+ ∂F′′

∂ξ
= 0, λ ∈ Ä(λ) (53a)

(ρ, p, ω)|λ=0 =
{
(ρ, p, ω)`, ξ < 0
(ρ, p, ω)r , ξ > 0,

(53b)

where

E′′ = 1
 ρ

ρω

ρe⊥

, F′′ = S

 ρ(1− h)ω

ρ(1− h)ω2+ p

ρ(1− h)ωe⊥ + ωp

 (53c)

with

e⊥ = 1

2
ω2+ 1

γ − 1

p

ρ
. (53d)
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The tangential velocity componentτ can be found , after solving (53), from

∂(ρ1τ)

∂λ
+ ∂(S(1− h)ρωτ)

∂ξ
= 0, (54)

which can be simplified to, after using the first equation of (53a),
∂τ

∂λ
+ (1− h)S

1
ω
∂τ

∂ξ
= 0 (55a)

τ =
{
τ`, ξ < 0
τr , ξ > 0.

(55b)

Now since1, S, andh are constant in (53), the Riemann problem (53) can be solved
in exactly the same way as solving the 1-D unsteady flow equations of gasdynamics. As
usual, the physical entropy condition that the entropy of a fluid particle shall not decrease on
crossing a shock is imposed to select the physically correct solution. The solution consists of
four uniform flow regions separated by three non-linear singular waves: a shock, a slip line,
and an expansion wave, with the slip line situated in between the shock and the expansion
wave (Fig. 1).

The solution to the Riemann problem for 0≤ h< 1 is now given in detail:

(a)The Eigenfields

The eigenvalues of Eq. (52) are(0≤ h < 1)

σ2 = (1− h)S

1
ω (multiplicity of 2)

σ± = S

1
[(1− h)ω ± a]. (56)

Their corresponding right eigenvectors are

r1,1 = (0, 1, 0, 0)T
(57)

r1,2 = (0, 0, 0, 1)T

for σ2, and

r± =
(

1

a2
, 1,± 1

aρ
, 0

)T

(58)

for σ±. It is easy to see that the eigenfieldσ2 is linearly degenerated, whereas the eigenfields
σ± are genuinely non-linear.

(b) Smooth Solutions

The smooth solutions for the eigenfieldsσ± are determined from
dρ
dp = 1

a2

dω
dp = ± 1

aρ

dτ
dp = 0.

(59)

The solution forρ, ω, andτ relates the flow stateQ= (ρ, p, ω, τ )T in the expansion fan
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to the initial stateQ0= (ρ0, p0, ω0, τ0)
T upstream of the fan. This solution can be easily

found and is most conveniently given in terms of the pressure ratioα= p/p0 as
ρ = ρ0α

1
γ

ω = ω0± 2a0
γ−1

(
α

γ−1
2γ − 1

)
τ = τ0,

(60)

wherea0 =
√
γ p0/ρ0. Note thatτ does not change across an expansion fan and that

Eqs. (60) are identical to those of the purely 1-D unsteady flow; in particular, they are
independent ofK andh.

Let (λ, ξ) be a general point inside the expansion fan. The slope of the characteristic is
given by

dξ

dλ
= ξ

λ
= σ±. (61)

The solution for flow inside the fan is

p = p0

{
2(1− h)
γ − 2h+ 1 ± γ − 1

(γ − 2h+ 1)a0

(
(1− h)ω0− 1

S
ξ

λ

)} 2γ
γ−1

ρ = ρ0α
1
γ

ω = ω0± 2a0
γ−1

(
α

γ−1
2γ − 1

)
τ = τ0.

(62)

If we put h= 0 in (62), we recover the solution as obtained in the Eulerian coordinates, as
it should.

For discontinuous solutions, we start from the Rankine–Hugoniot conditions for (52),


c1[ρ] = (1− h)S[ρω]

c1[ρω] = S[(1− h)ρω2+ p]

c1[ρτ ] = S(1− h)[ρωτ ]

c1[ρe] = S[(1− h)ρωe+ ωp],

(63)

where [· ] denotes the jump across the discontinuity whose speed is denoted byc= dξ/dλ.

(c) Shock Waves

We denote the pre-shock (upstream) flow state byQ0= (ρ0, p0, ω0, τ0)
T and the post-

shock (downstream) flow state byQ= (ρ, p, ω, τ )T, respectively. Then the shock jump
relations can be expressed in terms ofα= p/p0 as follows:


ρ = ρ0

α(γ + 1)+ γ − 1
α(γ − 1)+ γ + 1

ω = ω0± a0(α− 1)√
1
2γ (α(γ + 1)+ γ − 1)

τ = τ0.

(64)

Again, we see thatτ does not jump across a shock and that Eqs. (64) are identical to those
of the purely 1-D unsteady flow; in particular they are independent ofK andh.
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(d) Slip Lines

In this case, we get {
p = p0

ω = ω0
(65)

but the density jump and tangential velocity jump are arbitrary. Once again, we note that
(65) are identical to the purely 1-D flow; and in particular they are independent ofK
andh.

In summary, we note that for the flow variablesQ= (ρ, p, ω, τ )T their relations across
a shock (64), across a slip line (65), and across an expansion wave (60) hold separately in
their regionsξ <0 orξ >0 and are all independent of the values of the geometric variables
K = (A, B, L ,M)T andh, provided that the expansion wave lies entirely in the regionξ < 0
or entirely inξ >0. On the other hand, shock speed, slip line speed, and the structure of
the flow inside the expansion fan (62), e.g., fan width and location, are dependent on the
values ofK andh. Such dependence would be needed to construct the complete Riemann
solution forλ∈Ä(λ) and for allξ values. But, in using the Godunov scheme to advance
the solution fromλ= 0 toλ=1λ, we need only the flow variablesQ at the cell interface

ξ = 0 (to compute the fluxF
k+ 1

2

i+ 1
2 , j

) which are entirely independent of the values ofK and

h and are continuous across the interface, provided that the expansion wave lies entirely in
ξ <0 or ξ >0.

For instance, to findQ|ξ = 0 in Ä(λ), we consider the generic case shown in Fig. 1. We
start by assuming a valuep∗ for pressure at region 3, i.e.,p3= p∗; then on the one hand
p2= p∗ and fromQ` andp2 we can determineQ2 in region 2 (we use (64) ifp` < p∗, and
(60) if p`≥ p∗). On the other hand, fromQr and p3 we can determineQ3 in region 3 (we
use (64) ifpr < p∗, and (60) ifpr > p∗); we then compareω2 withω3: if ω2=ω3, the initial
guessp∗ is the correct value for pressure in region 3 andQ at the interface is completely
determined. Ifω2 6=ω3, we go back to adjustp∗ until ω2=ω3 is reached.

This process is formally done using the Newton method of iteration to find the roots of
the non-linear equation.

FIG. 1. Generic structure of Riemann solution: special case.
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FIG. 2. Generic structure of Riemann solution: general case.

6.2. General Case:(K , h)` 6= (K , h)r
This case is sketched in Fig. 2. It is the Riemann problem that would arise in a purely

Eulerian computation if the space coordinates were not Cartesian but were curvilinear.
In this case, we first solve the problem with the data

(Q,K , h)λ=0 =
{
(Q`,K `, h`), ξ < 0

(Qr ,K `, h`), ξ > 0.
(66)

The problem is solved as explained in Section 6.1 above. In particular, the flow variablesQ
at the interfaceξ = 0 are independent ofK ` andh`, but are completely determined byQ`

andQr . Now, when we change(K `, h`) for ξ >0 to (K r , hr ), the flow variablesQ atξ = 0
are not changed since they are independent of the geometric variablesK andh (as noted
in Section 6.1), provided that the expansion wave lies entirely in the regionξ <0 or in the
regionξ >0. In the rare case when the expansion fan covers the interfaceξ = 0, we see
from (62) that the pressure there depends onh and we make an additional approximation
thath= 1

2(h` + hr ) is used for calculatingp in (62). In this way we obtain the Riemann
solution forQ at the interface.

To summarize, in computing the interface flow variablesQ atξ = 0 for the Godunov flux
the geometric variablesK andh on the two sides,ξ <0 andξ > 0, are never used and only a
conventional 1-D unsteady flow Riemann problem is solved, whose solution is completely
determined by the initial data of the flow field, i.e.,Q` andQr (atλ = 0)

7. NUMERICAL PROCEDURE

The numerical procedure of the Godunov/MUSCL scheme can now be summarized as
follows:

Step 1: Initialization. Assume that the initial conditions of a flow problem are given at
t = 0(λ= 0) in the x–y plane. Then an appropriateξ–η coordinate grid is laid on the
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x–y plane (for instance, we takeξ and η equal to the arclength of their correspond-
ing coordinate line on thex–y plane), withξ = ξ0, ξ1, ξ2, . . . , ξm, η= η0, η1, η2, . . . , ηn,
and the curveξ = ξ0 (or η= η0) coinciding with the solid surface if there is one. Hence
K0

i, j as well as the flow variableQ0
i, j = (ρ0, p0, u0, v0)Ti, j is obtained by averaging the

given flow over the computational cell(i, j ). They are used together withh0
i, j = 0 as

initial conditions. Subsequently,E0
i, j , i = 1, 2, . . . ,m, j = 1, 2, . . . ,n, are available. For

example, if we chooseξ and η to be the respective arclengths of thex and y coor-
dinate lines then, from (7),K0

i, j = (1, 0, 0, 1)T and E0
i, j follow from its expressions

in (12b).
Step 2: The operationLξ1λ for marching fromλk toλk+1= λk+1λ, k= 0, 1, 2, . . .. We

first take

(K i, j (λ), hi, j (λ)) =
(
K i, j (λ

k), hi, j (λ
k)
)

(67)

to be constant over the invervalλk<λ<λk+1. Then for every pair of adjacent cells(i, j )
and(i + 1, j ),

(1) Do a MUSCL type data reconstruction in a component by component manner.
For example, in theξ direction, let f be any of the above physical variablesρ, p, u, and
v; then, instead of assuming a uniform state in the cells(i, j ) and(i + 1, j ), we assume
linearly distributed states and use linear extrapolation to determine cell interface flow vari-
ables: fr = fi+1, j − 0.5( fi+2, j − fi+1, j )φ(r+) with r+ = ( fi+1, j − fi, j )/( fi+2, j − fi+1, j )

and f`= fi, j + 0.5( fi, j − fi−1, j )φ(r−) with r− = ( fi+1, j − fi, j )/( fi, j − fi−1, j ), where
φ(r )= max(0,min(1, r )) is the minmod flux limiter and subscriptsr and` of f corre-
spond to right and left states, respectively.

(2) Define the normal direction of the cell interfaceξi + 1
2 , j

between the two adjacent
cells(i, j ) and(i + 1, j ) as

n= (∇ξ)i, j + (∇ξ)i+1, j

|(∇ξ)i, j + (∇ξ)i+1, j | , (68)

i.e., the average of(∇ξ)i, j and(∇ξ)i + 1, j . Project the velocity vectorq= (u, v) into the
normal and the tangential components(ω andτ ) using Eq. (46).

(3) Solve the Riemann problem of (53) as explained in Sections 6.1 and 6.2 to get
the interfacial flow variables(ρ, p, ω, τ )T and hence(ρ, p, u, v)T at ξ = ξi+ 1

2 , j
. These are

constants and will be denoted by(· )i+ 1
2 , j

.

(4) UpdateK k
i, j to K k+1

i, j as follows:(
Ak+1

i, j

Bk+1
i, j

)
=
(

Ak
i, j

Bk
i, j

)
+ 1λ

k

1ξi
hk

i, j

(
ui+ 1

2 , j
− ui− 1

2 , j

vi+ 1
2 , j
− vi− 1

2 , j

)
(69)(

Lk+1
i, j

Mk+1
i, j

)
=
(

Lk
i, j

Mk
i, j

)
.

(5) Calculate the first four components of the cell interface flux. For instance, the
secondcomponent of the interface fluxF

k+ 1
2

i+ 1
2 , j

is evaluated as

ρi+ 1
2 , j

(
1− hk

i, j

)(
ui+ 1

2 , j
Mk+1

i, j − vi+ 1
2 , j

Lk+1
i, j

)+ pi+ 1
2 , j

Mk+1
i, j . (70)
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(6) Update the conserved variablesEp in the physical conservation laws (40) using

Ek+1
pi, j
= Ek

pi, j
− 1λ

k

1ξi

(
F

k+ 1
2

i+ 1
2 , j
− F

k+ 1
2

i− 1
2 , j

)
. (71)

(7) DecodeEk+1
pi, j

to getQk+1
i, j , using1= Ak+1

i, j Mk+1
i, j − Bk+1

i, j Lk+1
i, j .

(8) Apply Strang splitting, Eq. (39), to advanceQk
i, j to Qk+1

i, j .
(9) Updatehk

i, j to hk+1
i, j by solving Eq. (27), using the updated valuesQk+1

i, j andK k+1
i, j

in its coefficients. (Note: This step (9) is, of course, to be bypassed ifh= const is assumed
in the computation.)

(10) Calculate the grid in thex–y plane atλk+1:xk+1
i, j = xk

i, j + 1
2

(
hk

i, j u
k
i, j + hk+1

i, j uk+1
i, j

)
1λ

yk+1
i, j = yk

i, j + 1
2

(
hk

i, j v
k
i, j + hk+1

i, j v
k+1
i, j

)
1λ.

(72)

By a grid we mean the lines joining the cell centers, not the cell interface lines.

We remark that the grid in the physical plane is not used in the subsequent compu-
tation (only the values ofK are used) as the whole computation is carried out in the
transformed plane (theξ–η plane). So, this step (10) is optional. However, the grid in-
formation is useful in computing steady flow as an asymptotic state of unsteady flow for
largeλ. In this case to determine if a steady state is reached, which means the flow at
every fixed location in thex–y plane does not change with increasing time, we should
compare the flow variablesQ at the same fixed point(x, y) in the physical plane and not at
the same points(ξ, η) in the transformed plane; the latter are simply the pseudo-particles
whose positions in thex–y plane in general move withλ and never reach an asymptotic
state.

After this, we repeat Step 2 to advance the solution further toλk+2, and so on.

8. TEST EXAMPLES

In this section, the unified coordinates approach is tested numerically on four examples.
Two of them are unsteady flows and the other two are steady flows which are computed
as asymptotic states of unsteady flow for large time.γ = 1.4 is used in all the cases. The
numerical results are then compared with the exact solutions, experimental results, or other
Euler solver’s solutions wherever available. In addition, example 3 is chosen for the grid
convergence test. In all the cases, the effects ofh on the computational robustness and
accuracy are discussed.

The first example is a two-dimensional steady Riemann problem generated by two uni-
form parallel flows as

(p, ρ,M, θ) =
{
(0.25, 0.5, 7, 0), y > 0

(1, 1, 2.4, 0), y < 0,

whereM is the Mach number andθ the flow angle,θ = tan−1(v/u). The flow contains
a shock wave, a slip line, and an expansion wave (Fig. 3). The slip line is sensitive to
the dissipative property of the numerical methods. Since the analytical solution for the
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FIG. 3. Sketch of a steady Riemann problem.

problem is available, it is an excellent benchmark problem for the verification of numer-
ical methods. In the computation, the steady flow is achieved with time marching until
the flow structure and the variables do not change with time. A grid of 60× 100 with
1ξ =1η= 0.01 is employed in the computation. Initially, a grid with1x=1y= 0.01 in
the physical plane is laid over a domain of{0≤ x ≤ 0.6,−0.5≤ y≤ 0.5}. The initial data
are given at each cell according to its position iny> 0 or y< 0, representing cell-average
values. The physical domain will change with time according to the pseudo-particle’s ve-
locity hq if h is not zero. If we follow the computational cells (pseudo-particles), they
will move out of the initial physical domain, and it would be difficult to have a steady
state of flow in the original physical domain. To avoid this, a special technique called the
“motionless viewing window” is applied as in the classical Lagrangian method. Accord-
ingly, the column of cells which have moved out of the original physical domain to the
right is deleted, while a new column of cells is added at the input flow boundary on the
left.

For this problem, we first compute the flow by the well-known solver CLAW developed
by R. J. LeVeque based on Eulerian coordinates. Figure 4 shows its density distribution
compared with the exact solution. It is seen that the slip line is badly smeared and the
computed density has a dip near the slip line.

In Figs. 5a to 5d we show computed density using our unified code forh= 0, h= 0.25,
h= 0.5, andh= 0.999, again compared with the exact solution. We see that the result for
h= 0 (Eulerian coordinates) is similar to those of LeVeque (Fig. 4), except the dip is now
somewhat less severe. This could be attributed to the fact that we use the exact Riemann
solution, whereas LeVeque uses Roe’s approximate Riemann solution. However, the very
poor resolution of the slip line is a common feature of any method based on Eulerian
coordinates as a result of Godunov averaging across slip lines which, in general, do not
coincide with (Eulerian) coordinate lines. A comparison of Figs. 5a to 5d also shows that
the slip line resolution improves with increasingh from h= 0 to h= 0.999, as expected.
It is worth noting that even whenh is small, the slip line resolution is much better than



FIG. 4. Density distribution in a steady Riemann problem computed by LeVeque’s CLAW code.

FIG. 5. Density distribution in a steady Riemann problem computed by the present unified code, (a)h= 0
(Eulerian), (b)h= 0.25, (c)h= 0.5, (d)h= 0.999.
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FIG. 6. Density distribution in a steady Riemann problem computed by the present unified code withh chosen
to preserve grid angles, Eq. (27).

that using Eulerian coordinates. This is because the flow is steady and the slip lines co-
incide with the streamlines which, in turn, coincide with the gird lines, thus avoiding the
Godunov averaging across slip lines, as pointed out earlier in Section 4.2. The computing
times for these four cases are the same and are approximately equal to that for the CLAW
code.

Figure 6 shows the computed density using the grid-angle preservingh as determined by
Eq. (27), which is solved at each time step using the method of characteristics. While its
slip line resolution is seen as less sharp than that forh= 0.999, its predicted density in the
uniform flow region between the shock and the slip line is better. The computing time is
about 1–2% more than that required in a Eulerian code or in theh = const cases. The bulk
of computing time is spent on solving the Riemann problems, and the excessive computing
time is spent on solving Eq. (27) forh.

All the computations started with the Eulerian grid (Fig. 7a). The flow-generated grids,
i.e., the lines joining the cell centers, at steady state are shown in Figs. 7b to 7d. We note
that: (a) the grid using grid-angle preservingh is everywhere orthogonal, (b) a seemingly
small change from the initial grid (Fig. 7a) to the final grid (Fig. 7d) has resulted in great
improvement in computational accuracy (compare Fig. 6 with Fig. 5a), and (c) the grids for
h= 0.5 andh= 0.999 are severely deformed near the slip line, and such grid deformation
causes inaccuracy locally, as seen in Fig. 5d.

Finally, Fig. 8 shows the computed density using the steady flow code of Hui and Chu
[15]. It is clearly the best result and requires much less computing time. Its sharp resolution
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FIG. 7. (a) Grid for h= 0 (Eulerian), also initial grid for all cases in steady Riemann problem. (b) Flow-
generated grid in a steady Riemann problem,h= 0.5. (c) Flow-generated grid in steady Riemann problem,
h= 0.999. (d) Flow-generated grid in steady Riemann problem,h chosen to preserve grid angles, Eq. (27).

of slip line is a consequence of using pseudo-particle coordinates, but its sharp resolution
of shock wave is the result of applying an adaptive Godunov scheme. However, the steady
code [15] is applicable only to purely supersonic and steady flow.

The second example is the supersonic flow passing through a channel with a ramp
segment. A ramp of 15◦ is located at the bottom wall betweenx= 0.5 andx= 1. The
top wall and the other part of the bottom wall connecting the ramp are flat and par-
allel to each other (Fig. 9). When a flow ofM = 1.8 passes through the channel, an
oblique shock, a Mach stem, a slip line, and reflected shocks are generated. The com-
putational grid is 180× 50 with 1ξ =1η= 0.02. Initially, let 1x=1ξ , and1y is
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FIG. 8. Density distribution in steady Riemann problem computed by the steady code of Hui and Chu [15].

calculated according to the distance between the top and bottom wall divided by the
grid number in theη direction. The initial grid system is shown in Fig. 9. A physical
domain{0≤ x≤ 3.6, 0≤ y≤ 1.} is given initially and themotionless viewing windowtech-
nique is applied. The initial flow data(p, ρ,M, θ)= (1, 1, 1.8, 0) are given at each cell.
This flow is also imposed as the boundary condition at the inflow boundary, while at the
outflow boundary a zero-gradient condition is imposed. The flow approaches its steady
state asymptotically with increased time. We test two situations. First, we takeh= 0.999.
Figures 10a to 10c give the pressure and Mach number contours and the flow-generated
grid at steady state. Although the grid is relatively coarse, all the flow features are well
captured: the Mach stem is about 20% of the inlet height; the oblique shock wave, the
corner expansion waves, and the reflected shock waves between two flat walls are all
well resolved. Particularly, the slip line stem from the triple point is captured clearly.

FIG. 9. Initial grid for channel flow problem.
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FIG. 10. Computed steady channel flow using the present unified code withh= 0.999. (a) Pressure contours,
(b) Mach contours, and (c) flow-generated grid.

However, the pressure near the slip line is not smooth enough and this is due to the
severe grid deformation there as seen in Fig. 10c. A notch at the upper right corner of
Fig. 10c is due to the slowdown of the flow behind the Mach stem. Second, a grid-angle
preserving method is applied to compute the channel flow (Fig. 11). Theh equation (27)
is solved in an iterative way. It is noticed that the flow-generated grid is orthogonal every-
where. This is because the grid at the inlet is orthogonal, and the grid angles are preserved
while they move downstream with the pseudo-particles. The flow structure is as well cap-
tured as in the caseh= 0.999. What is more, the pressure is smooth at the slip line, as it
should be.

The third example is the Mach reflection of a shock wave from a wedge. It is an un-
steady flow: a plane shock ofM = 1.3 moves from left to right across a wedge of 25◦,
generating Mach reflection. The initial grid of 200×100 with1ξ = 0.01 and1η= 0.0075
is laid similarly as in the second example. The initial flow state is given as(p, ρ,u, v)=
(1/1.4, 1, 0, 0) everywhere apart from that at the input boundary, where the flow state is
(p, ρ,u, v)= (1.2893, 1.5157, 0.44231, 0). We takeh to be 0, 0.999, and grid-angle pre-
serving. The Mach number contours att = 1.25 are shown in Figs. 12a to 12c. While
the flow features are well captured in all three cases, the slip line stemming from the
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FIG. 11. Computed steady channel flow using the present unified code withh chosen to preserve grid angles,
Eq (27). (a) Pressure contours, (b) Mach contours, and (c) flow-generated grid.

triple point is a little more smeared withh= 0 than the other two cases. Withh= 0.999,
the normal shock is sharper, because the grid automatically becomes denser near the
shock.

To demonstrate the convergence of the computed results as the grid is refined, we use
a finer grid(400× 200) and the grid-angle preservingh and compare our results with
experiment (Fig. 13a) [27]. The same code is run tot = 1.25. The shock wave and the slip
line become sharper (Fig. 13b) with the refinement of the grid. In addition, they all agree
with experimental observation.

The last example is an interesting implosion/explosion problem. It is an unsteady flow
in a two-dimensional container. Inside the container, the gases at rest are separated into
two regions with a square diaphragm (Fig. 14). The centers of these two squares coincide.
At t = 0, the diaphragm is ruptured, and the inner and the outer gases begin to interact
with each other. Since the flow is confined with solid walls, it will be reflected from the
walls continuously and become more and more complex. In our test, we choose the ini-
tial flow state as follows: for the inner region,(p, ρ,u, v) = (0.14, 0.125, 0, 0), and for
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FIG. 13. Mach reflection of a shock wave. (a) Shadowgraph showing a vertical plane shock wave with
M = 1.3 striking a 25 wedge, producing a reflected wave, a slip line, and a Mach stem normal to the wedge.
(b) Computed Mach contours using unified code withh chosen to preserve grid angles, showing excellent agreement
with observation (grid: 400× 200).

FIG. 14. An implosion/explosion problem showing the initial state and initial grid.

628
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FIG. 15. Flow-generated grid att = 0.75 in an implosion/explosion problem, (a)h= 0.7, (b) h= 0.9, (c) h
chosen to preserve grid angles, Eq. (27).

the outside region,(p, ρ,u, v)= (1., 1., 0., 0.). Initially, a uniform grid of 60× 60 with
1ξ =1η=1x=1y= 0.01 is given (Fig. 14). We test this example withh= 0, h= 0.7,
h= 0.9, and the grid-angle preservingh, Eq. (27). Of course, the computer code can run non-
stop whenh= 0. But whenh= 0.9, the code can run only untilt = 0.75; soon afterwards it
breaks down. We also note that in the Lagrangian case [28] which corresponds toh= 1, it
breaks down at an earlier time,t = 0.6. This is because the computational cells move with
the pseudo-particles and for largeh, can become severely deformed. If we reduceh, say
h= 0.7, the code can run longer untilt = 1.7. This shows that smallerh can delay the severe
cell deformation, but cannot remove it. With the grid-angle preserving method, which keeps

FIG. 16. (a) Evolution of pressure contours in an implosion/explosion problem. (b) Evolution of Mach
contours in an implosion/explosion problem.
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FIG. 17. Comparison of pressure and Mach contour in an implosion/explosion problem.

the grid regular, the code can run for a long time (we have computed tot = 10) without
any indication of severe grid deformation. Figures 15a to 15c give the grids att = 0.75
for different cases. We see that irregular grids prevail whenh is constant and a regular
grid prevails whenh satisfies the grid-angle preserving property. Figures 16a and 16b give
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computed pressure and Mach contours at different times up tot = 2.5. They display clearly
the flow evolution process. Figure 17 compares pressure and Mach number contours at
t = 3, 5, and 10. We see that as time increases pressure tends to a uniform distribution while
Mach number diminishes, reflecting the process of conversion of kinetic energy to heat, as
expected.

9. CONCLUSIONS

A unified coordinate system has been developed to describe fluid motion in which the
flow variables are considered to be functions of time and of some permanent identification
of pseudo-particleswhich move with velocityhq, q being the velocity of fluid particles. It
includes the Eulerian coordinates as a special case whenh= 0 and the Lagrangian when
h= 1.

Systematical comparisons show that with increasingh from h= 0 to h= 1, slip line
resolution improves while grid deformation gets worse. It has been shown that for two-
dimensional flow the choice ofh to preserve grid angles results in a coordinate system
which keeps the grid regular, thus avoiding the severe grid deformation in the Lagrangian
coordinates, yet it retains sharp resolution of slip lines, especially for steady flow. It is,
therefore, superior to both the Lagrangian and the Eulerian coordinates.

Extension to three-dimensional flow is being carried out. On the other hand, for one-
dimensional flow the Lagrangian system of coordinates(h= 1) is shown [21] to be the best
in slip line resolution. It can also be used to incorporate a shock-adaptive Godunov scheme
to produce infinite shock resolution as well.

However, for two- and three-dimensional unsteady flow the system of Euler equations
of gasdynamics written in Lagrangian coordinates is only weakly hyperbolic, lacking a
complete set of eigenvectors, with all its possible negative consequences in numerical
computation.

APPENDIX

Conventional Lagrangian Equations of Motion for an Inviscid Perfect Gas

In this Appendix we re-write the conventional Lagrangian equations of motion for an
inviscid perfect gas in conservation form and show that they are just a special case of
system (8) or (12) whenh= 1. We consider the unsteady two-dimensional smooth flow
of an inviscid perfect gas obeying theγ -law. The three-dimensional case can be treated
similarly. The conventional Lagrangian coordinates(a, b) are the Cartesian coordinates
(x, y) of fluid particles at initial timet = 0; i.e.,(a, b)= (x, y)|t=0. The continuity equation,
the momentum equations, and the energy equation are, respectively,

ρ
∂(x, y)

∂(a, b)
= ρ0(a, b) (A1)

∂2x

∂t2
+ 1

ρ

∂p

∂x
= 0 (A2)

∂2y

∂t2
+ 1

ρ

∂p

∂y
= 0 (A3)



634 HUI, LI, AND LI

∂ ln(p/ργ )

∂t
= 0, (A4)

wherep andρ are pressure and density of the gas. Equation (A4) states that the entropy is
constant following a fluid particle, which is true for smooth flow.

The pressure gradient terms in (A2) and (A3) inxy space can be eliminated to yield

∂2x

∂t2

∂x

∂a
+ ∂

2y

∂t2

∂y

∂a
+ 1

ρ

∂p

∂a
= 0 (A5)

∂2x

∂t2

∂x

∂b
+ ∂

2y

∂t2

∂y

∂b
+ 1

ρ

∂p

∂b
= 0. (A6)

Furthermore, in order to render this system of second-order non-linear partial differential
equations a system of first-order quasillinear ones we introduce new dependent variables
u, v, A, B, L, andM through the following equations:

∂x

∂t
− u = 0 (A7)

∂y

∂t
− v = 0 (A8)

∂x

∂a
− A = 0 (A9)

∂y

∂a
− B = 0 (A10)

∂x

∂b
− L = 0 (A11)

∂y

∂b
− M = 0. (A12)

Then after taking∂
∂t , (A1) becomes

∂(ρ1)

∂t
= 0, (A13)

where

1= AM − BL

and (A9)–(A12) become

∂A

∂t
− ∂u

∂a
= 0 (A14)

∂B

∂t
− ∂v
∂a
= 0 (A15)

∂L

∂t
− ∂u

∂b
= 0 (A16)

∂M

∂t
− ∂v
∂b
= 0. (A17)
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Furthermore, (A5) and (A6) become

ρ

(
A
∂u

∂t
+ B

∂v

∂t

)
+ ∂p

∂a
= 0

ρ

(
L
∂u

∂t
+ M

∂v

∂t

)
+ ∂p

∂b
= 0

which may also be written as

∂(ρ1u)

∂t
+ M

∂p

∂a
− B

∂p

∂b
= 0

∂(ρ1v)

∂t
− L

∂p

∂a
+ A

∂p

∂b
= 0.

By use of (A9)–(A12), the last two equations are equivalent to

∂(ρ1u)

∂t
+ ∂(pM)

∂a
− ∂(pB)

∂b
= 0 (A18)

∂(ρ1v)

∂t
− ∂(pL)

∂a
+ ∂(pA)

∂b
= 0. (A19)

Evidently, Eqs. (A7) and (A8) are decoupled from (A13) to (A19) and (A4). The eight
equations (A9) to (A15) and (A4) form a closed system and can be shown (see be-
low) to be just a special case of Eq. (12) withh= 1. After this system is solved for
(ρ, p, u, v, A, B, L ,M), the functionsx(a, b, t) and y(a, b, t) can be found from (A7)
and (A8). This process is the same as the transformation (18) together with(

∂L

∂a
− ∂A

∂b

)
t=0

= 0 (A20)(
∂M

∂a
− ∂B

∂b

)
t=0

= 0 (A21)

which are easily ensured computationally.
To show that the system of equations (A13) to (A19) and (A4) is equivalent to (12) with

h= 1, we first identifyλ with t, ξ with a, andη with b. Then (A13) is the first equation
of (12), and (A14) to (A17) are the same as the last four equations of (12). Furthermore,
(A18) and (A19) are the same as the second and third equations of (12). We now show that
the fourth equation of (12), i.e., the energy equation

∂(ρ1e)

∂t
+ ∂

∂a
[ p(uM − vL)] + ∂

∂b
[ p(Av − Bu)] = 0, (A22)

is equivalent to (A4) as follows. Thus (A22)− u× (A18)− v× (A19) yields

0 = ρ1

γ − 1

∂

∂t

(
p

ρ

)
+ pM

∂u

∂a
− pL

∂v

∂a
− pB

∂u

∂b
+ pA

∂v

∂b

= ρ1

γ − 1

∂

∂t

(
p

ρ

)
+ p

∂1

∂t
, (A23)
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after making use of (A14) to (A17). Using (A13), Eq. (A23) becomes

∂

∂t
ln

p

ργ
= 0 (A24)

which is the same as (A4).
In conclusion, (a) the system of conventional Lagrangian equations of motion [(A1)–

(A4)], i.e., the system of Euler equations in conventional Lagrangian coordinates, is re-
written in conservation form [(A13)–(A17), (A18), (A19), (A24)]; (b) it is just a special
case of Eq. (12) withh= 1; and (c) it is thus weakly hyperbolic.

The special choice of(a, b)= (x, y)t = 0 corresponds to choosingA=M = 1 andB=
L = 0. Such a choice of coordinates, however, offers no advantage in computation. For
instance, if the fluid initially occupies a domain that is complicated geometrically, the
domain in the computationalabplane is the same complicated domain. But with a suitable
choice of the Lagrangian coordinates(ξ, η), one can simplify the computational domain in
theξη plane to a rectangular domain.
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